
How do 3D image segmentation networks behave 
across the context versus foreground ratio trade-off? 
Research Question:
There’s a trade-off in image segmentation models between large patch sizes: higher context, but smaller foreground-
to-background ratios (FBR) and small patch sizes (low context, higher FBR). 


We aim to explore: How do Vanilla-Unet, UNETR, and Attention-Unet behave across patch-size choices?

Experimental Setup:
Synthetic data: 100 volumes of size 963 voxels. Background: random noise, variance 0.8. Foreground: random white 
spheres with radius 25-30, random centers. 70 training, 30 test, 100 completely independent samples with out-of-
training radii (5-48) for test.


Clinical data: Spleen data set from Medical Segmentation Decathlon. 26 training, 5 validation, and 10 test.


Models: Vanilla-Unet, UNETR, Attention-Unet with default settings using MONAI.


Experiments: Train with five patch sizes [32, 48, 64, 80, 96]; evaluate DSC for each patch size * data set * model.
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Results:

Findings (see red circles for supporting details):
(1)   Larger patch sizes are preferred across all three network architectures, 

(2)   UNETR and Attention-Unet appear to be more sensitive to patch size changes,

(3)   Ensuring a wide range in FBR during training is a prerequisite for robustness. 

Dice Similarity Coefficient metrics for the synthetic task: using Vanilla-Unet (left), UNETR (middle), and Attention-Unet (right). Distributions at 
the bottom indicate proportion of training samples with that FBR during training. Only patch sizes 32, 64, 96 shown for clarity. 

Dice Similarity Coefficient metrics for the Spleen task: using Vanilla-Unet (left), UNETR (middle), and Attention-Unet (right). 
Distributions at the bottom indicate proportion of training samples with that FBR during training - note that these cover all 

the test samples in this case.

Dice Similarity Coefficient metrics for the Spleen task: note, Vanilla-Unet is the best performing across all patch sizes.

Dice Similarity Coefficient metrics for the synthetic task: note the drop in DSC outside the “training distribution” range for 
UNETR and Attention-Unet.
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